
[image: image1.wmf] 

Marshall Space Flight Center

 

Huntsville, AL

 

National Aeronautics and

 

Space Administration

 


[image: image7.wmf]Office of the Chief Financial Officer
[image: image8.wmf]
[image: image9.wmf]
[image: image10.wmf]
[image: image11.wmf]
[image: image12.wmf]
[image: image13.wmf]
[image: image46.wmf]eAI

SAP R/3

SAP BW

Server Name

Configuration

Client 100

Client 200

Development

Server Name

Client 200

Test

ABAP

Client 120

D01

eAI DEV

BW1

T01

BWT

eAI Test

Golden

Client 190

Test Execution

Client 311

Approvers: S. Kennedy

Randall Rivers

Anna Provancha

Jim O’Leary

       James Mullen

Mimma  Spagnolo

Brian Powell

Leslie Miles

Brady Frey

Dave Mullen

Production

Client 600

P01

Approvers:  Donna Smith

Stephanie Kennedy

Kathy Shockley

Steve Passer

Neil Rodgers

Server Name

Client 200

BWP

Approvers: David Dixon

Abhi Pandey

Approvers: Donna Smith

Erin Birchmeier

Joan Webster

Steve Passer

Neil Rodgers

eAI Production

Daily Migration: 10am,

1pm 4pm

Daily Migration: 9pm

Production

Approvers: Jory Stanley

Beverly Smith

Approvers: Donna Smith

Anita Webster

Beverly Smith

Steve Passer

Neil Rodgers


TABLE OF CONTENTS

1SECTION 1 Executive Overview


2SECTION 2 Roles


2Central War Room Execution (Intergraph 800 War Room):


5Problem Management and Tracking:


5Center Specific Resources (Center War Room):


7SECTION 3 Problem Management Process


7Error Notification / Documentation


13Error Notification / Documentation Processes (Off Hours – 5:30PM CDT to 7:30AM CDT)


13Severity Assessment


14Migration Schedules


15SECTION 4 Communications:


15Daily War Room Status Meeting: Intergraph 800 War Room


18Trouble Ticket / SIR Status Meeting


19SECTION 5 War Room Stand-Down Criteria:


19Stand-Down Criteria


20Stand-Down Decision Process


21SECTION 6 War Room Specifications:


21Desktop Requirements:


22APPENDIX 1 Pilot Center and Wave 1 Implementation Roster


24APPENDIX 2 War Room Organization Chart





SECTION 1 Executive Overview

The War Room operations manual describes the processes and procedures executed during the stabilization period of production support.  It includes a detailed listing of participants and their roles, the processes by which errors are identified, status and tracked, and the method by which the errors are resolved.  This document also establishes the guidelines and methods for communicating outages, updates and system events to the user community and financial management team.

The roles identified in this operations manual will focus on those activities that are required to execute war room processes and procedures.   As such, role definitions and responsibilities may change as the transition from stabilization support to production support occurs.   Furthermore, the roles described are for the purposes of tactical execution of the stabilization plan and do not constitute the formal sustaining role description.  The described roles are broken in three areas: War Room Execution, Error Management and Tracking, Center Specific Resources.  

The error management section covers the error notification processes, severity criteria and assessment processes, System Investigation Request (SIR) / Trouble Ticket / Change Request process flows and update schedules to the production environment.  Specifically, error notification outlines the process by which an error is determined and communicated to the stabilization support team.  The severity criteria and assessment processes detail the metrics used to determine severity of a problem and the parties responsible for assigning and validating the assessment.   The SIR/Trouble ticket section covers the process flows for when Trouble Tickets or SIRs are created and the appropriate statuses for each.

The final section covers the communication processes that will be leveraged during the war room execution period.  This includes a daily communication meeting to project management team, a daily coordination meeting at each center and error notification processes between the implementation team and the end users.

The processes and procedures in this document are valid for the duration of the war room execution and relate to the following systems:

SAP R/3, SAP BW, Enterprise Application Integration, Bank Card, and those systems required to support execution (Control-M, KPRO, Top Call).

SECTION 2 Roles

Roles for stabilization support are divided into three categories.  The first, war room execution, details the roles and responsibilities of the team members participating in the execution of the war room.  The second section describes the roles and responsibilities of the team members involved in issue resolution, and the third relates to center specific roles.

Central War Room Execution (Intergraph 800 War Room):

War room resources have been divided into two groups: Dedicated and ‘On Call’ Resources.  The dedicated resources will be co-located at a central site and are responsible for the daily activities in the war room.  The ‘On Call’ resources will participate in the activities of the war room, but will not be required to relocate during the implementation. 

The following table depicts the breakout of the war room resources:
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Dedicated Resources:

War Room Lead:  The war room lead is responsible for the daily execution of war room activities.  They facilitate the daily status update meeting and ensure that adequate representation and participation occur from all areas.  The war room lead participates in the assignment and distribution of open trouble tickets or SIRs.

Process Lead / Central Support Lead:  These leads are responsible for reviewing all new trouble tickets and assigning the appropriate severity.  In addition, they will assign the trouble ticket to the appropriate team and establish a ‘required’ by date.  The lead is also responsible for approving or assigning approvers to migrate changes to the test and production environments.

Development Lead:  The development lead is responsible for reviewing assigned tickets and generating the subsequent SIR for resolution by the team.  They are responsible for providing daily updates on SIR resolution status.  The development lead will review completed SIRs and assign them as ready for production.

EAI/BW / BankCard Lead: These leads are responsible reviewing assigned tickets, generating a SIR if a migration is required, and dispositioning them to the appropriate team members.  They are responsible for providing daily status updates and approving fixes before promotion to the test environment and assigning fixes as ready for production. 

Operations Lead:  The operations lead will be responsible for reviewing assigned tickets and assigning them to the appropriate team members.  They are responsible for providing daily status updates and approving fixes before promotion to the test and production environments.  The basis lead is also responsible for coordinating any activities with the UNIX, DB, ITS, Security and Migration teams.

‘On Call’ Resources:

Unix/NT/Citrix Support Lead:  The OS lead is responsible monitoring infrastructure performance and resolving any identified problem tickets.   This lead is also responsible for resolving any infrastructure related security concerns.  Finally, they are responsible for coordinating all maintenance or environment changes through the Operations Lead.

Database Support Lead:  The DB support lead is responsible for daily monitoring of the database and resolving any assigned problem tickets.  They are also responsible for coordinating any outages through the Basis Lead. 

Migration Support Lead:  The migration lead is responsible for ensuring that all scheduled migrations are executed and that any migration issues are brought to the attention of the appropriate requestor.  They will also coordinate any emergency migration requests to ensure that they are immediately processed.  The migration support lead is responsible for ensuring that all migrations approved for production are executed across all component landscapes

Application Security Support Lead:  The application security lead is responsible for resolving any identified application security issues.  They are responsible for approving the resolution and will coordinate the migration through the system landscape.  The Application Security lead will coordinate activities through the Operations Lead

Change Management Lead: The change management lead is responsible for coordinating and communicating training updates and system status updates to the end users. 

Center Legacy Support POC:  The center legacy support resource is responsible for coordinating issue resolution across the various legacy platforms.    It is their responsibility to support migrations and to coordinate those activities with the eAI and development leads to ensure consistent operation across the landscape.

ITS Support Lead:  The ITS support resource is responsible for resolving issues with the ITS presentation layer.   They are also responsible for monitoring the environment and recommending performance enhancements to support production.   Any proposed activities or environment changes would be coordinated through the Operations Lead.

IPO Center Implementation POC:  The IPO center support resource will coordinate resolution to any center IT infrastructure specific issues with the appropriate center representative.  They will provide status updates to the War Room regarding any issues.

Problem Management and Tracking:

The Problem Management and Tracking team will consist of the War Room Lead, Process/Functional Lead, Central Support Lead, Development Lead, BW Lead, Operations Lead, and eAI Lead.  In this capacity, these leads are responsible for the daily review of problems, current status updates and ensuring resolution.  The individuals will also be responsible for ensuring that coordinated migrations take place between the SAP, BW, and eAI landscapes.    

Center Specific Resources (Center War Room):

The center specific resources will be the first line of defense against all problems.  During the war room execution period, the end-users will contact the Super User for the initial problem assessment.  If the super user is unavailable, the user can contact the Implementation Team.  These resources will work with the user to determine if the problem represents a true system issue or can be addressed with additional training or instruction.  

If appropriate, the Super User or Implementation team member will work with the user to log a help desk ticket that clearly describes the problem.  

In the event the user is unable to locate a Super User or Implementation Team member, the user can call the help desk directly to create the trouble ticket.

Super User: 

The Super User is a part-time role performed by expert users primarily within the business offices.  They provide informal user instruction and fields “how to” questions prior to making a call to the Help Desk.  The Super User assists IFMPCC in troubleshooting problems, assists with user training, testing changes and new functionality.  Each center will ensure that every Core Financial sub-process has an identified Super User.  Centers may identify additional Super Users to assist with support based on the level of participation within each sub-process area.
Implementation Team:

The implementation teams acts as supplemental application functional support resources during the war room execution period.  Functional specialists in AR, AP, CM, PUR, BE, and/or SGL provide analysis and recommendations to user requests, work as a liaison between user community and technical resources to perform an initial issue assessment to determine if trouble ticket is required.

SECTION 3 Problem Management Process

The problem management process describes the process through which problems will be identified, logged, statused and resolved during the war room execution period.  These processes will supplement the existing production support processes described in detail as part of the Competency Center execution documentation.  

Error Notification / Documentation (On Hours: Defined Below)

All system errors will be logged through the centers local help desk via a trouble ticket.  During the stabilization period, help desk calls will be performed by the Implementation team / Super User or the end user after consulting with the Implementation team / Super User.   No other method will be utilized, including individuals stopping into the Intergraph 800 War Room, to document and disposition system problems.  

The Intergraph 800 War Room will be staffed from 7:00am to 5:30pm CDT.  The center war rooms will be staffed from 7:30am to 5:30pm local center time.

The following diagram details the processes followed by an end user:
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Once a ticket has been logged, the Center’s local help desk will evaluate the ticket to determine if the issue can be addressed by local IT infrastructure resources (Password Resets or LAN) or if the problem requires support from the central support implementation team.  The following diagram classifies typical problems that may be encountered and the help desk that will provide support:

	Center Specific Issues
	Intergraph 800

	Password Resets / Role Assignments
	Role Changes

	Desktop Connectivity
	Functional Configuration

	Printing Issues
	Code Fixes

	LAN / WAN Issues
	System Outages

	
	General Problems


The following diagram details the process flow for the transition from the center help desk to the NISC:
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Resources in the Intergraph 800 war room will monitor the Core Financial related queues to identify new tickets generated from the Centers.  These tickets will be evaluated by Process / Functional lead, Central Support Lead and the War Room Manager to determine a preliminary severity level (See Severity Assessment Section for Criteria).  In addition, the ticket will be assigned to one of the following area leads for primary ownership through the resolution process:  Process / Functional Lead, Development Lead, eAI Lead, BW Lead, BankCard or Operations Lead.

Once the trouble ticket has been assigned, the assigned team lead will be responsible for generating a new SIR in the MDM database.  This database serves as a repository for all project system investigation requests (SIRs).  This database is designed to capture, monitor and track all discrepancies discovered in the SAP system during the stabilization phase of each wave.  The entries in this database apply to SAP configuration, custom application development components (such as conversion programs, interfaces, extensions, reports, and forms), security roles/profiles, and user documentation (such as process flows and user procedures in OLQR, but not training materials).  The Production SIR Standards documentation outlines the detailed settings and valid values for each of the fields in a SIR.  

From creation to resolution, the SIR and Trouble Tickets will follow the following statuses throughout their lifecycles:

10 Draft:  Indicates that the SIR is in process of being documented, but is not yet ready for consideration and assignment to a team member(s).

20 New:  Indicates that the SIR is ready for review/consideration by the Process / Functional lead, Central Support Lead and the War Room Manager.  All known details have been provided and the SIR can be assigned to a team member(s) for investigation  (if appropriate).  This is the default value if none is specified when the SIR is created.

30 Assigned:  Indicates that the SIR has been assigned to specific team members.

40 In Process:  Indicates that the SIR is being worked by the assigned team member(s) as designated on the Change Control Form(s).

45 Ready to Retest: Indicates that all assigned changes for the SIR have been completed and the affected components are ready to be retested.  This status should only be set once team members have confirmed that others working on the same SIR have all completed their assigned changes.

50 Retesting Complete:  Indicates that the affected SIR components have been successfully retested.

60 Closed: Indicates final approval and closeout of the SIR.  Authorized team members can only set this status.

70 Management Intervention Required: Indicates that further follow-up and consideration is needed from Project Management.  This may be caused by an impact to scope, business impact, or need for higher-level decision support.

75 Additional Changes Required: Indicates that the changes did not pass the retesting effort.  This should only be used when the original documented problem remains, not for new or additional changes.

80 Deferred:  Indicates that the SIR was reviewed and has not been accepted for change at the current time.  Further analysis and change may be scheduled at a future time. When this status is selected, an e-mail will be sent to the person submitting the issue.
90 Canceled:  Indicates that the SIR as documented is not applicable and will not be pursued as a change.

The following details the process flow shows the life cycle for the SIR:
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The detailed process for migrating client dependent and independent changes can be found in the Core Financials Change Control documentation.

After the SIR / Trouble ticket has been completed and tested, final migration to production approval is limited to the Process / Functional lead or the War Room Manager.  Without the approval from either of these individuals, no migrations or configuration changes will be made to production.  Furthermore, prior to formal submission of the SIR for promotion to production, the trouble ticket / change request must be updated to reflect the problem resolution.  

Upon the successful completion of the changes in production, the requesting end user will be notified that the issue has been resolved and is ready for execution in production.  This notification will be executed via email or phone call by the team lead or designated individual for the resolving team.

The following diagram outlines the promotion to production process:
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During off-hours, users can contact the help desk directly to log a problem with the system.  The same processes and procedures will be used by the help desk to determine if local center resources can address the ticket or if it should be routed to the competency center.

Once the ticket arrives in the queue, the competency center ‘on call’ manager will be notified to provide an initial assessment of the ticket’s severity and identify the responsible team.   If the ticket is assigned a critical or high severity, the responsible team lead will be paged by the NISC for problem resolution.

The ‘on call’ competency center representative from that team will be responsible for creating the appropriate documentation and providing the resolution.   If the ticket cannot be resolved until the next business day, the end user should receive a notification to this affect.

In the event that the resolution can be reached, the competency center ‘on call’ manager is responsible for approving the migration into production.  The migration will be processed via a non-standard emergency migration request.

Severity Assessment

The severity assignment will be used to identify the criticality and impact of the trouble ticket.  The initial assessment for severity will be assigned by the Process / Functional lead or the War Room Manager.  The final assessment will be conducted during the daily trouble ticket / SIR status meeting.

Trouble tickets/SIRs will be assigned severity based on the following criteria:

10 Critical:  The defect impacts the immediate ability to move forward or complete an entire business function or task, and impacts multiple business functions, multiple users and/or locations.  Represents a failure that has no workaround or alternative.  No further action can be taken without full resolution.

20 High Impact:  The defect has significant impact on the completion of a business function or task, however, activities can continue as far as the next function.  A limited number of business functions, business users, or locations are impacted, and may be an impact to only one.  

30 Medium Impact:  The defect has an impact on the outcome of the business function, however, activities can continue past the next business activity and into other business.  
40 Low Impact:  The defect/problem must be logged and accounted for, however, the problem/question does not prevent the completion or negate the outcome/results of the current business function.
50 Future Enhancement: The request should be logged and accounted for, however, the content represents future options or functionality that does not impact the delivery of the current solution.

Quality Standards for Problem Resolution, Change Requests, and Service Requests

	Service
	Applicable Definitions
	Standards
	Associated SIR Severity 

	Problem Identification and Resolution
	Severity 1 problems are immediate and total loss of application accessibility.  Examples include:

· Users unable to access SAP. 


	Q1: In any 1-month period, 95% of severity 1 problems will be resolved within 4 hours.

Q2: In any 1-month period, 100% of severity 1 problems will be resolved within 8 hours.
	Critical



	Problem Identification and Resolution (continued)
	Severity 2 problems are significant loss of critical business functions.  

Examples include:

· Period End closing problems.
(Period End refers to month end, quarter end and year end.)

· Daily disbursements
· Treasury Interface

· Accounts Payable


	Q3: In any 1-month period, 90% of severity 2 problems will be resolved within 8 primary business hours.

Q4: In any 1-month period, 100% of severity 2 problems will be resolved within 16 primary business hours.

 
	Critical



	Problem Identification and Resolution (continued)
	Severity 3 problems are partial loss of critical business functions.  Examples include: 

Multiple users unable to execute functions within: 

· Standard General Ledger (SGL)

· Cost Management (CM)

· Accounts Payable/Accounts Receivable (AP/AR)

· Budget Execution (BE)

· Purchasing

· Business Warehouse (BW)

· Unable to print 

· Multiple users experience errors in accessing SAP tools or submitting products from tools

Total loss of non-critical business functions.

Total loss of multiple users productivity.


	Q5: In any 1-month period, 90% of severity 3 problems will be resolved within 24 primary business hours.

Q6: In any 1-month period, 100% of severity 3 problems will be resolved within 48 primary business hours.
	High

	Problem Identification and Resolution (continued)
	Severity 4 problems are partial loss of critical business functions for individual users.

Individuals unable to execute functions within: 

· Standard General Ledger (SGL)

· Cost Management (CM)

· Accounts Payable/Accounts Receivable (AP/AR)

· Budget Execution (BE)

· Purchasing

· Business Warehouse (BW)

·  “How to” questions

· Password resets (IFMPCC will reset passwords during initial call to Call Center)

· Unable to print 

· Individual users experience errors in accessing SAP tools or submitting products from tools

Total loss of non-critical business functions.

Total loss of an individual's productivity.
	Q7: In any 1-month period, 90% of severity 4 problems will be resolved within 5 business days.


	Medium


For all critical and high impact defects, the user will be notified when the issue has been assigned to a resource for resolution.  If the issue impacts multiple users, the users in that area will be notified via email of the issue and notified at the time the resolution is reached.  For medium and low impact tickets, the requestor will be contacted via email with an anticipated completion date, however the entire user group will not be contacted.  For future enhancements, the user will be contacted via email and notified of the anticipated completion date.

Migration Schedules

Standard Migrations:

During the execution of the war room, migrations between the development and test environments will be executed daily during the standard migrations windows of :

10:00am CDT, 1:00pm CDT and 4:00pm CDT

Migrations to the production environments will be scheduled daily at:

9:00pm CDT

Emergency Migrations:

In situations where a production down or critical error occurs, migrations can be requested for non-standard execution times.  These migrations will require the approval of one of the following individuals:  Process / Functional lead, Central Support Lead or the War Room Manager

SECTION 4 Communications:

Daily War Room Status Meeting: Intergraph 800 War Room

Meeting Overview

This daily war room status meeting reviews with the center business leads the previous day’s business transactions, system performance and issues.  This meeting is scheduled at 9:00am CDT Monday through Friday and will be held in the War Room.  The agenda for the meeting is as follows:

	Meeting Topic
	Presenter
	Duration

	Issue Status Update
	War Room Lead
	15 Minutes

	Business Update
	Process Lead
	15 Minutes

	Center Update: MSFC
	Center War Room
	10 Minutes

	Center Update: GRC
	Center War Room
	10 Minutes

	Technical Infrastructure Update
	Operations Lead
	5 Minutes

	Wrap-Up
	War Room Lead
	5 Minutes

	Total Meeting Duration
	
	1 Hour


The meeting will be held daily via conference call for those who cannot attend.  The dial-in information is as follows:

Dial in: (XXX)XXX-XXXX

Passcode: XXXXXX

The issues status update provides each center with an understanding of number and severity of issues encountered as well as the effectiveness of the implementation team in resolving them.  The War Room lead will be responsible for presenting these metrics as part of the daily meeting.

	Area
	Measure
	Frequency

	New Trouble Tickets
	Critical, High Impact, Medium Impact, Low Impact, Deferred
	Daily

	Trouble Tickets > 1 day and < 5 days
	Critical, High Impact, Medium Impact, Low Impact, Deferred
	Daily

	Total Trouble Tickets
	Critical, High Impact, Medium Impact, Low Impact, Deferred, Closed
	Daily

	SAP R/3
	Critical, High Impact, Medium Impact, Low Impact, Deferred
	Daily

	SAP BW
	Critical, High Impact, Medium Impact, Low Impact, Deferred
	Daily

	eAI
	Critical, High Impact, Medium Impact, Low Impact, Deferred
	Daily


During the business update, the process / functional lead will present an overview on actual business transactions processed.  This will enable the centers to gauge the effectiveness of the users in executing transactions in the new system.  The following metrics will be reported on a daily basis:

	Area
	Measure

	Accounts Payable
	Number of payments processed

	Accounts Payable
	Number of HHS drawdown invoices

	Account Receivable
	Number of sales orders entered

	Account Receivable
	Number of payments/collections processed

	Cost Management
	Number of service entry sheets created

	Purchasing
	Number of PRs entered (excluding Bankcard)

	Purchasing
	Number of PRs approved and awaiting approval

	Purchasing
	Number of PO's entered (excluding Bankcard)

	Purchasing
	Number of PO's approved and awaiting approval

	Purchasing
	Number of bankcard PR's created

	SGL
	Number of manual JV documents entered


During the center updates, the Center War Room and Center Representative can cover outstanding issues or concerns that have been raised since the previous day’s meeting.  This time will also be used by the project team to follow-up on any outstanding issues that were raised during the previous meeting.

The Technical Infrastructure will review the overall system performance metrics and system health.  

	Area
	Measure

	SAP R/3
	Average 'Dialog Step' Response Time

	SAP R/3
	Total number of 'Dialog Steps'

	SAP R/3
	Peak concurrent users

	SAP R/3
	Number of users who have not logged onto the System

	SAP R/3
	Average Database Server CPU utilization

	SAP R/3
	Average Application Server CPU utilization

	SAP R/3
	Number of ABAP Shortdumps

	eAI
	Number of Interfaces

	SAP BW
	Peak Concurrent users

	SAP BW 
	Average 'Dialog Step' Response Time

	SAP BW
	Server CPU utilization


Master Data Metrics:

	Area
	Measure

	Number of ZREM Vendor Master Records
	Number

	Number of KRED Vendor Master Records
	Number

	Number of ZEMP Vendor Master Records
	Number

	Number of ZHHS Vendor Master records
	Number

	Number of ZPAC Vendor Master records
	Number

	Number of Customer Master records
	Number

	Number of Fund Master records
	Number

	Number of Cost Centers Master records
	Number

	Number of Fund Center Master records
	Number

	Number of WBS Elements
	Number


Meeting Attendees:

The daily War Room meeting attendees will include the following individuals

· Core Financial Project Management

· IPO Management

· Competency Center Management

· Technical Architecture Team

· Process Team Lead(s)

· eAI/Interface Team Lead(s)

· Center Representatives

· Central Support Team Lead(s)

· Implementation Team Resources

Trouble Ticket / SIR Status Meeting

Meeting Overview

This is a daily meeting scheduled for 10am CDT to review open issues and status existing tickets.  During the meeting all critical and high impact SIRs/Trouble Tickets will be reviewed and statused.  Each area lead is responsible for attending and participating to ensure that they are aware of the objects being modified as part of the resolution process to facilitate coordinated migrations / issue resolutions across the different landscapes.  

This meeting will also be used to review any new trouble tickets and assign the appropriate priority.  Finally, it will serve as a review for those objects that were migrated into the environment from the previous night.  

Meeting Attendees

· War Room Lead

· Process / Functional Lead

· Development Lead

· eAI Lead

· BW Lead

· Operations Lead

· Competency Center Lead

· Center Representatives (Implementation Team)

SECTION 5 War Room Stand-Down Criteria:

Standing down the war room will be the decision of the Core Financial project manager and the IPO project manager.  This decision will be based on input from the Implementation team, the Center Business leads and environment metrics.

Stand-Down Criteria

The stand down criteria is based on several components:

· Batch Performance

· On-Line Transaction Performance

· Reduced ‘Emergency’ Fixes

· Downward trending problem backlogs

The following table outlines the criteria for standing down the war room.
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Stand-Down Decision Process

The stand-down decision will be owned by the Core Financial Project Manager and IPO Manager.  The Core Financial Project Manager will utilize the Stabilization Support de-escalation criteria to assess status.  Decision will be based on:

· Application stabilization (software working as expected - no critical stop
  work problems)

· Call volumes

· System performance (no outstanding performance problems)

· Critical business cycles

The IPO Manager and the Core Financial Project Manager will communicate de-escalation plans in the Daily Status Update meeting and the System Update calls. 

SECTION 6 Intergraph 800 War Room Specifications:

The war room will be used as a central location for key team members to work during the stabilization support period.  10 resources have been identified to work in the war room at the time of go-live.  In order for the team to be effective, we will need to have at least 10 PCs in the room with at least 10 phone lines.  In addition to the daily activities, we will also need to be able to support a daily status meeting.  This will require a projector and a speaker phone for the presentations and enough space to include additional attendees.  Finally, we will need to start war room executions on October 18th.  

Desktop Requirements:

Minimum PC Hardware Requirements:

Pentium II – 350mhz, 128MB RAM 300 MB available hard drive space, 17” Monitor, Support for at least 256 colors, Screen resolution of no less than 1024 X 768, 10/100 network interface card.

	Program
	Role
	User Interface
	PC

	SAP R3
	Windows SAPgui Frontend Users
	SAPgui for Windows

v4.6D C4
	Windows 2000

Microsoft Internet Explorer 5.0 - 6.0

	SAP BW
	Report Executor: BW End User
	Web Browser
	Microsoft Internet Explorer v5.5SP2 –  6.0

Windows 98, NT 4.0, Windows 2000 (no significant testing yet completed for Windows XP)

	Accenture MDM
	Active User
	Lotus Notes Client
	Lotus Notes Client

Ver. R5

Windows 98 or 2000

	Remedy
	Active User
	Remedy Cleint
	

	MS Office
	User
	MS Office Suite
	


APPENDIX 1 Pilot Center and Wave 1 Implementation Roster / Contact Information

This list represents a ‘day 1’ roster.  Resources may be rotated out or reduced as the implementation proceeds.

	Area:
	Role
	Resource, Affiliation
	Contact Information

	War Room Primary
	War Room Lead
	
	

	
	Process / Functional Lead
	
	

	
	Central Support
	
	

	
	Development Lead
	
	

	
	EAI Lead
	
	

	
	BW Lead
	
	

	
	Operations Lead
	
	

	
	
	
	

	War Room Secondary
	UNIX, NT, Citrix Lead
	
	

	
	Database Support Lead
	
	

	
	Migration Support Lead
	
	

	
	Application Security Lead
	
	

	
	Center Legacy POC
	
	

	
	ITS Development Lead
	
	

	
	IPO Center Implementation POC
	
	

	
	Change Management
	
	

	
	
	
	

	Intergraph 800
	Process Team
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	Development Team
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	EAI Team
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	BW
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	Operations (Additional)
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	Technical Architecture
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	Center Implementation Team – MSFC
	
	
	

	* Resources may be
	
	
	

	   rotated
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	Center Implementation Team – GRC
	War Room Lead
	
	

	
	
	
	

	
	
	
	

	
	Process Team
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	Change Management
	
	

	
	
	
	

	
	
	
	

	
	BW Lead
	
	

	
	
	
	

	
	Data
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	ITPOC
	
	

	
	
	
	

	
	Interfaces/EAI 
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War Room Operations Manual 
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		 First point of contact for issue resolution will be the Super Users or Implementation Team via On-Site War Room Support room or cell phone.

		The Implementation Team Resource or Super User will work with the End User to contact the local help desk.
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